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Abstract: Sensors and actuators are critical components of several embedded systems (ES) and can trigger the incidence of catastrophic events [1-3]. Sensor and actuator faults detection is difficult [2, 3] and impacts critically the system performance. While integrating sensors and actuators with the rest of (sub) system, there is a need to identify all failure modes and rectify them. Several researchers have addressed software integration issues [6, 7]; however sensors and actuators integration issues were not addressed so far. This paper focuses on the problem of integration testing of sensors and actuators in ES.

A fault model, applicable to both sensors and actuators is proposed based on embedded system model in [12] and some of the observed faults are described. They are similar to the control flow and data flow faults [10]. The integration testing of sensor / actuator within ES is the problem of diagnosing faulty machine in a sequence of two CFSM [11]. For solving the diagnostic methodology [13] is used. The integration testing of sensors / actuators is a subset of general diagnostic problem. The sensor/actuator integration method is described with an example and shows that solution exists for the case of integration. Manifestation of faults in real interfaces is described from integration point of view.
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I.INTRODUCTION

Sensors and actuators are critical components of an Embedded Systems (ES) in a large number of complex real life applications, for example, Radars, Aircraft, Process Industry and host of other systems that makes use of automatic control. In these Complex Embedded Systems (CES) a fault in the sensors or actuators can trigger the incidence of catastrophic events [1-3]. Sensor and actuator faults detection is difficult [2, 3] and impacts critically the system performance. Currently system development effort is shifting from the design and implementation phases to the system integration and testing phases [4]. In general, Systems Integration phase is underestimated, even in normal projects [5] and as such this phase is a bigger challenge for CES. Several researchers have addressed software integration issues only [6, 7]. Sensors/actuators integration with Subsystem or Embedded Processing Component (EPC) was not addressed adequately so far.

EPC integration testing with sensor or actuator is required to assure that the ‘Subsystem under test (SUT)’ meets the specifications. While conformance testing is based on building ‘relevant’ models, fault-based approaches generate faults of required type, and generate test sequence (TS) to expose them. Both conformance testing and composition testing strategies rely on specific fault models [8]. Sensor and actuator faults can lead to safety critical situations [1-3] and as such the integration testing of these essential components assumes great importance in the development of ES.

The focus of this paper is on integration testing of the sensors and actuator with EPC. EPC, Sensor and actuator are modeled as deterministic finite state machines (DFSM) and their possible observed faults (operations) are described. In [9] these possible operations are referred to as type 1 to 4, for modelling possible alterations of the specification machine made during the implementation process. The effect of sensor (actuator) faults is similar to the control flow and data flow faults in the ES [10]. The sensor (actuator) fault model, applicable to both sensors and actuators is briefly described in section III. EPC and sensor fault models are developed based on embedded system model in [12]. Section IV deals with preliminaries of system of two CFSM and also considers integration testing of sensor and EPC. With an example the diagnostic methodology [13] is described and shown that the integration testing is a subset of faulty component identification problem. Section V discusses manifestation of faults in real interfaces from integration point of view.

II.RELATED WORK

Detection of Sensor and actuator faults is difficult [2, 3] and impacts the system performance critically based on the applications. Sensor faults have been studied in process control [14, 15], Aerospace [3], Wireless sensor networks [2] and other applications [16-18]. A features list for modelling sensor faults and common sensor data faults are given [2]. In fault detection and isolation (FDI) of system faults, faulty sensor outputs will also cause inaccurate diagnostic results or false alarms. Most sensor FDI methods require the determination of explicit state-space or transfer function models [16-18] and some are using Principal Component Analysis (PCA) [16]. FDI methods are based,
e.g., on parameter estimation namely (Extended) Kalman filters, parity equations or state observers. Signal model approaches were developed with an aim to generate several symptoms indicating the difference between nominal and faulty status. Based on different symptoms fault diagnosis procedures follow, determining the fault by applying classification or inference methods [15]. Approaches to FDI for dynamic systems using methods of integrating quantitative and qualitative model information, based upon soft computing (SC) methods are surveyed in [17]. In [1, 3, 15] both sensor and actuator faults are considered. In [1] an actuator and sensor FDI system for small autonomous helicopters is reported. Fault detection is accomplished by evaluating change in the behaviour of the vehicle with respect to the fault-free behaviour, which is estimated by using observers. In [3] efforts to identify and classify critical failure modes for Electro-mechanical actuators (EMA) are described. Also a diagnostic algorithm based on an artificial neural network is reported for EMA.

III. MODEL OF SENSOR

Sensors are always directly in contact with the environment (input measurands) sensing the input energy from the measurands by means of a “sensing element” and then transforming it into another form by a “transduction element.” The sensor-transduction elements and associated electronics combination will be referred to as the “Sensor Electronics (SE)” or simply as sensors. Measurands relates to the quantity, property, or state that the transducer seeks to translate into an electrical output.

Sensor Faults carry different meaning depending on the application and they can be viewed from data and system point [2]. Analog sensors typically have four types of anomalies: bias, precision degradation, complete failure (dead), and drift. Generally, accurate and reliable sensor readings are essential for over all system performance [2, 16, 17].

Actuators typically accepts a control input (mostly an electrical signal) and produces a change in the physical system by generating force, motion, heat, and so forth. Dead-zone, backlash, and hysteresis are typical nonlinearities found in various actuators. These types of nonlinearities can have adverse effects on control loops. Sensors and actuators also may develop several types of faults and fail in a variety of ways. They may also vary with age, wear, or corrosion.

Sensors and actuators are critical components and are in continuous interaction with the environment. As such their behaviour may be represented as a deterministic finite state machine (DFSM). In the sequel only sensor fault model is considered and the results obtained can be easily extended to actuators. While extending it should be noted that actuators act on output provided by the controller. In the following the sensor model is briefly described which formally captures the “transduction process” and the associated connecting hardware. This model is based on embedded system model proposed in [12], for capturing errors in hardware plus interface and driver software.

As illustrated in figure 1(a) a sensor may be regarded as its “transduction process” functionality / behavior (transfun) encapsulated by mechanical housing and connecting hardware (conhd) (both electrical / electronics and mechanical). Notably all communications between the environment and its transfun pass through the conhd. In fig 3(a) this is shown by letting the inputs from the environment pass through the conhd towards the function via the interaction-point(s) (ip). The ip are the unlabeled arrows that are considered to be abstract notions. Similarly the functional outputs pass via ip through the connecting hardware. Each ip is assumed to be related to exactly one input or output pin-connection. In fig 1(a) this is shown by letting the inputs (a; b; c; d; e) from the environment pass through the connecting hardware via ip. Likewise the outputs (0; 1; 2; 3) generated have to pass via ip through the mechanical hardware. Each ip is assumed to be related to precisely one input or output connection.

Figure 1(a): Sensor Model   (b) Sensor with missing input fault

This model represents sensor behavior faults manifested through ip only. Generally, during integration testing, individually tested and found correct components are only used. Although three fault cases are possible, only the case given below need to be considered. Case: conhd not correct and transfun not correct.

Figure 1(b) shows that the b-input is disconnected with the transfun. This corresponds to the situation where some “insignal1” of the system is not connected such that the transfun will never receive the input, and therefore the application of the “insignal1” will cause no effect. The fault in fig 1(b) implies that the input b never will occur as input to the transfun. Referring to the model in fig 1(b), the possible faults are missing input and output, redirected input and output. These faults are “input variables” of Controller (algorithm) that determines the (next) out put state (combined action of controller and actuator). It can be seen that the effect of sensor faults on ES is similar to that of control and data flow faults [10].

IV. INTEGRATION TESTING OF SENSORS

The objective of integration testing is to uncover errors in the interaction between the components and their environment. This implies testing interfaces between components to assure that they have consistent assumptions and communicate correctly.

A System of sequence of CFSM

Complex embedded systems are being modelled as a sequence of communicating FSMs (SCFSM) of several
FSMs $A_i$, $i=1, \ldots, k$. It is assumed that the component FSM $A_i$ is deterministic FSM which communicate asynchronously with each other through bounded input queues, in addition to their communication with the environment through their respective external ports. SE and the ES to be integrated are modeled as a sequence of CFSM (SCFSM) components (Fig.2). Consider the two CFSMs: $A_1$ and $A_2$, where $X$ and $Y$ represent the externally observable input/output actions of $A_1$. Let $U$ and $Z$ alphabets represent the internal (observable) input/output interactions between the two components $A_1$ and $A_2$. Here $A_1$ and $A_2$ are the SE and the mixed hardware-software implementation of EPC (IEPC).

Figure 2: Embedded System Components for Integration

It is assumed that the system has at most one message in transit, i.e. the next external input is submitted to the system only after it produces an external output to the previous input. Then the collective behaviour of the two communicating FSMs can be described by a finite product machine (PM) and finite composed machine (CM), since the number of all possible global states of the system is limited. The PM describes the joint behaviour of component machines in terms of all actions within the system, whereas the CM describes the observed behaviour in terms of external inputs $X$ and outputs $Y$. So, $PM = A_1X A_2$ and $CM = A_{1\%}A_2$. We assume that the component machines $A_1$ and $A_2$ of a SCFSM are deterministic and so the system does not fall into a live-lock, then the composed machine $CM$ is deterministic [9-11].

Consider for example the two machines $A_1$ and $A_2$ as shown in Fig.3 and their corresponding Reference System $CM=A_{1\%}A_2$ as shown in Fig 4. The set of external inputs is $X = \{x_1, x_2, x_3\}$, the set of external outputs is $Y = \{y_1, y_2, y_3\}$, the set of internal inputs is $U = \{u_1, u_2, u_3\}$, and the set of internal outputs is $Z = \{z_1, z_2, z_3\}$.

It is not always possible to locate the faulty component of the given system when faults have been detected in a SUT. Here the two cases are:

1. Only one of the components $A_1$ or $A_2$ is faulty and do not know which one.
2. One of the components $A_1$ or $A_2$ is faulty and the correct one known.

Case 1 is known as diagnostic problem [11, 13, 21]. Here interest is sensor integration, which corresponds to the case 2, where in it is assumed that $A_2$ to be correct and $A_1$ faulty.

B. A Fault Model for the System of CFSMs

First consider the general problem of case1. The proposed sensor fault model (section 2) can represent faults due to errors developed in sensors as missing (I/O), disconnected and redirected output. Generally the fault model based on output and transfer faults is typically used for diagnosing the system decomposed into components, where only one component may be faulty [20]; and only output and transfer faults of a deterministic FSM are considered here.

C. The Diagnostic Methodology

Let $A_1$ and $A_2$ be the deterministic FSMs representing the specifications of the components of the given system (SE and ES); while $B_1$ and $B_2$ are their implementations respectively. Conformance testing determines whether the I/O behaviour of $A_1$ and $A_2$ conforms to that of $B_1$ and $B_2$, or not. A test sequence that addresses this issue is called a checking sequence. An I/O difference between the specification and implementation can be caused by either an incorrect output (output fault) or an earlier incorrect state transfer (state transfer fault). A standard test strategy is [11]: Homing the machine to a desired initial state, Output Check for the desired output sequence, by applying an input (test) sequence (TS) and Tail State Verification. It is assumed that any test sequence (TS) considered has been generated by using a standard test strategy. The method for diagnostic test derivation is outlined [13] with an example.

D. An Example

In this example, a reset transition $tr$ is assumed to be available for both the specification and the implementation. The symbol “$r$” denote the input for such a transition and the null symbol “$-$” denote its output. A reset input “$r$” resets both machines in the system to their initial states. Suppose the test suite $TS = \{r-x_1, r-x_2, r-x_3\}$ is given for the two CFSMs specification shown in Figure 3.
Assume that the implementation of A1 and A2 is equal to the specification with the exception that t’1 of A1 has the output fault z2. The application of TS to the specification of Figure 3 and its corresponding implementation of A1 and A2 generates the expected and observed output sequences given in Table 1. A difference between observed and expected outputs is detected for test cases tc2. Therefore, the symptom is: Symp1 = ( \( \square_{te,1,1} \neq \square_{1,1} \)).

![Table 1: Expected and Observed Output Sequences]

<table>
<thead>
<tr>
<th>S.No</th>
<th>Test Case (tc)</th>
<th>tc1</th>
<th>tc2</th>
<th>tc3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Inputs</td>
<td>r, x1</td>
<td>r, x2</td>
<td>r, x3</td>
</tr>
<tr>
<td>2</td>
<td>Specified transitions</td>
<td>t1, t3, t4</td>
<td>t2, t’2, t5</td>
<td>t3, t’3, t6</td>
</tr>
<tr>
<td>3</td>
<td>Expected Output</td>
<td>y1</td>
<td>y2</td>
<td>y3</td>
</tr>
<tr>
<td>4</td>
<td>Observed Output</td>
<td>y2</td>
<td>y2</td>
<td>y3</td>
</tr>
</tbody>
</table>

Corresponding to the above symptom, determine the following conflict paths for both machines A1 and A2, which are equal to tentative candidate faulty transitions for this particular example:

- ConfpA21 = t1, t4
- ConfpA11 = t’1

Corresponding to these tentative candidate transitions, compute the following tentative diagnostic candidates for A1 and A2:

- TdiagcA11 = A1 where t’1 has been changed to u1/z2 instead of u1/z1
- TdiagcA12 = A1 where t’1 has been changed to u1/z3 instead of u1/z1
- TdiagcA21 = A2 where t1 has been changed to x1/u2 instead of x1/u1
- TdiagcA22 = A2 where t1 has been changed to x1/u3 instead of x1/u1
- TdiagcA23 = A2 where t4 has been changed to y1/z1 instead of y1/z1
- TdiagcA24 = A2 where t4 has been changed to y1/z3 instead of y1/z1

Notice that TdiagcA12, TdiagcA22, and TdiagcA24 do not explain all observable outputs of the SUT, and thus are not considered as diagnostic candidates. For example, if the fault is as specified in TdiagcA12 (t1.x1/u3), the SUT should produce the external output y3 for the external input r-x1 of Tc1; however, it produces the external output y2 as shown in Table 1.

The remaining tentative diagnostic candidates are considered as diagnostic candidates DiagcA11, DiagcA12, and DiagcA21, respectively. For these candidates, the following composed machines are formed:

- DiagcA11 \( \hat{\varepsilon} \% \) A2
- DiagcA23 \( \hat{\varepsilon} \% \) A1
- DiagcA21 \( \hat{\varepsilon} \% \) A1

These machines are equivalent, and therefore faulty machine can not be determined by testing the composed system in the given architecture. If any of the machines are equivalent additional tests described in [21] are generated, for distinguishing between the diagnostic candidates. For sensor integration, because of our assumption, additional tests need not be generated and A1 is faulty.

### a. Integration of Actuator

Actuator integration testing in ES is similar to sensors.

### b. Discussion

The diagnostic method assumes that a test sequence (TS) is given and has been generated by using a standard test strategy [11]. There are several FSM based test generation [10, 12 and 19] methods are available with varying abilities to detect certain errors of the fault model given in section III for generating TS. However, it is shown that functions can be used as, partial specifications [22]. Sensor calibration is an inevitable requirement, in many applications and is carried out in controlled environment. After calibration a sensor output response (function) for an input pattern (function) is available. Sensor integration testing is normally done after calibration. The sensor input pattern can be taken as TS for integration testing. With the help of calibration information and monitored outputs sensor integration with EPC can be successfully carried out. When faults have been detected in a system under test (SUT) the faulty component of the given system is inferred under the assumption that the other machine is correct. This is required to be ascertained by the tester during integration test. This intern implies that the output responses of the component to be observable for monitoring by the tester. For the case of sensor integration, this implies that sensor output response should be observable for monitoring. This can be achieved by providing a separate ‘monitoring port’ for sensors and actuators.

### V. MANIFESTATION OF FAULTS THROUGH INTERFACES

Sensor and actuator faults affect various levels of system hierarchy. The lowest level is the hardware level, the next level is low level control where sensor information is processed and the top level is high level control which determines the systems behaviour. Clearly sensor or actuator failures affect at the hardware level of the system. The view of CES as a sequence of communicating (processes) FSM allows to define system (level) problems that occur during the design stage into three groups [23, 24]: Component-to-Component Architecture (COMP2COMP) problems, Component-to-Component (COMP2COMP) problems, and Communication (COMM) problems. But it is sufficient to consider faulty communication channel and assume fault-free processes as it permits ignoring their internal structure completely [25]. When each process is decomposed, new communication links become visible, and based on the “internal” faults in the original process, the newly visible communication links are modelled as faulty. The fault model described in the previous section is a behaviour model and any of the possible type of fault mentioned is manifested through ip only. The detected fault maps in real terms through the above communication link architecture [23, 24] between SE and IEP. From integration point of view “manifestation
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of faults” are observed via I/O or bus connections only. That the embedded system behaviour is to be related by the set of input vs. set of sequence of observed outputs. Hardware/Software Interface links the software part and the hardware part in the system. It can comprise any, all or some of the following interfaces shown in figure 8.

In fig 8(a, b) two asynchronous interfaces, an input interface (Tri-state-gate) and in-out interface, respectively are shown. The input is ‘x’, output is ‘y’ and ‘g’ is the control. The in-out interface shown in figure 8(b) can work as either input interface or output interface (but not both) at any time. The two synchronous interfaces shown in fig 8(c, d) are used in support of synchronous communication between the software component and the hardware component of ES. The software component of the synchronous interface inputs data from the hardware component fig8(c), and RD is a control signal for reading. Here, the software program waits for the flag ‘F’ to be set to indicate availability of an input data on the data Bus. The reset wire of the flag is linked to the control wire’, which is driven by the control signal RD. In fig8(d) software component of the synchronous output interface is responsible for writing data to the hardware component where the parameter _is the output message, WR is a control signal for writing and the writing operation is allowed after the flag \( \bar{F} \) is reset. Notice that in the hardware component the set \( \bar{F} \) wire of the flag indicator is linked to the control wire l of the latch, which is driven by the control signal WR.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{asynchronous_interfaces.png}
\caption{Figure 8(a) asynchronous interfaces}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{hand_shaking_protocol.png}
\caption{Figure 8(c) Hand shaking Protocol}
\end{figure}

VI. CONCLUSIONS

Sensor (actuator) fault model based on deterministic FSM is proposed and some types of observed faults are described. They are similar to the control flow and data flow faults. But this model can not represent inconsistencies in sensor readings [2]. Here sensor (actuator) integration testing with EPC is modeled as a diagnostic & fault localization method when the system specification and implementation are given in the form of sequence of communicating FSM (SCFSM). This method is described for the general case of diagnostics.
problem and is applied to integration testing. With an example it is shown that the sensor (actuator) integration is a subset of fault diagnostic problem. From integration point of view, manifestation of faults through the interfaces is discussed.

At present manifestation of faults through the interfaces is under research for candidate architecture of mixed hardware/software, being used in a specific application.
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